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ABSTRACT

Inverse problems usually understood as tasks in which a quantity of interest (e.g., model parameters or shape of the target) is determined based on indirect observations. In this thesis we consider nonstationary inverse problems, i.e., problems in which the unknown quantity is time-varying.

Inverse problems are usually ill-posed which means that the problem has no unique or stable solution. Due to the ill-posedness of the problem, the required accuracy for the state space representation is high. However, in several practical problems an adequately accurate state space form can be computationally very demanding leading to excessively long computational time. Thus the approximative reduced order models have to be used. However, reduced accuracy in the forward model can compromise the quality of computed estimates.

The reduced accuracy of the models can be handled by using so-called approximation error theory. In this approach, the errors related to the approximation are analyzed statistically and this statistical information is used in the solution of the estimation problem.

In this thesis we develop approximation error methods for nonstationary inverse problems. We cast the problems in the state space formalism and analyze the approximation errors in the associated state space models. In addition, we extend the well known Kalman filter recursion to accommodate approximation error models. Both linear and nonlinear state space representations are considered.

As applications, we consider four different problems in which the uncertainties caused by numerical discretization are analyzed. More specifically, first, we predict the temperature evolution in a one-dimensional rod, and second, we consider concentration distribution monitoring in a one-dimensional pipe. The last two applications are related to parameter identification problems (problem in which unknown parameters in the associated model are estimated). We estimate the coefficients of the one-dimensional thermal equation and, as the last problem, we consider the determination of heterogeneous thermal conductivity and a perfusion related coefficient by using ultrasound induced heating and MR temperature measurements.
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Abbreviations

1D one-dimensional  
2D two-dimensional  
EKF extended Kalman filter  
FE finite element  
FEM finite element method  
KF Kalman filter  
MR magnetic resonance  
PDE partial differential equation  
SMW Sherman-Morrison-Woodbury (formula)  
US ultrasound

Notations

\( \mathbb{R} \) the set of real numbers  
\( \mathbb{R}^n \) the \( n \)-dimensional Euclidean space  
\( \mathcal{X} \) the state space for the system state  
\( \mathcal{W} \) the state space for the state noise  
\( \mathcal{L}^2(\mathbb{R}) \) the Lebesgue space on \( \mathbb{R} \)  
\( \mathcal{H}^2(\mathbb{R}) \) the Sobolev space on \( \mathbb{R} \)  
\( A^T \) the adjoint operator of a linear operator \( A \) or the transpose of a matrix \( A \)  
\( \text{Tr} A \) the trace of a matrix \( A \)  
\( X_k \) the state of the system  
\( Y_k \) the measurement vector  
\( W_k \) the state noise  
\( V_k \) the measurement noise  
\( D_k \) the measurements \( (Y_1, \ldots, Y_k) \)  
\( d_k \) a realization of \( D_k \)  
\( X^r_k \) the low-dimensional state  
\( W^r_k \) the state noise in the low-dimensional model  
\( \epsilon_k^r \) the approximation error in the evolution model  
\( \nu_k^r \) the approximation error in the observation model  
\( \hat{X}_k, \tilde{X}_k^r \) the filter estimate for \( X_k \) and \( X^r_k \) (estimates based on \( Y_1, \ldots, Y_k \) )  
\( \hat{\Gamma}_k, \tilde{\Gamma}_k^r \) the filter covariance estimate for \( X_k \) and \( X^r_k \)  
\( \hat{X}_k, \tilde{X}_k^r \) the predictor for \( X_k \) and \( X^r_k \) (estimates based on \( Y_1, \ldots, Y_{k-1} \) )  
\( \hat{\Gamma}_k, \tilde{\Gamma}_k^r \) the predictor covariance for \( X_k \) and \( X^r_k \)  
\( N \) the number of time instants  
\( n \) the dimension of the state in accurate model  
\( m \) the dimension of the measurement vector  
\( r \) the dimension of the low-dimensional state
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Inverse problems are commonly understood as problems in which unobservable unknown quantities are inferred based on indirect observations from the unknown quantity. Inverse problems arise in several physical problems that are related, for example, to geophysics, astronomy and medical imaging. An example of inverse problems is the electrical impedance tomography (EIT) in which the electrical conductivity distribution (“image”) inside the object is determined based on voltage measurements taken from the boundary of the object.

In this thesis we consider nonstationary inverse problems, i.e., the problems in which the unknown quantity is time-varying. Nonstationary inverse problems are most often treated as state estimation problems. State estimation problems can be seen as statistical inverse problems in which the time-varying unknown quantity is treated as the state of the system. The approach is Bayesian in that the prior model for the problem is comprised of the state evolution model with the aid of the model for the initial state. The evolution model together with the model describing the measurement process constitute the state space representation of the system.

Inverse problems are typically ill-posed problems in the sense that the problem has no unique solution and/or the solution depends discontinuously on the data. Therefore, inverse problems are very intolerant to both data errors and errors in associated models. In the statistical framework, this especially means that the uncertainties in the models have to be modelled properly.

There are typically two sources for the modelling errors. First, the physical model itself may include idealizations and other approximations which are not modelled properly in the model used in the computations. Second, several sources for the approximation errors are related to the construction of the computational model. For example, several nonstationary inverse problems are often induced by (stochastic) partial differential equations. In such cases some discretization scheme is typically employed to obtain a numerical form of the model. Another source for this type of errors is the truncation of the computational domain.

In this thesis we consider problems in which the errors are caused by the latter source. In such cases the required accuracy can be achieved with accurate numerical implementation. However, the accurate implementation often leads to very high dimensional models and the problems become computationally prohibitively complex for common state estimation schemes such as the Kalman filters. For example, in real-time applications,
such as in process tomography, the available time to compute the state estimate is of the order of milliseconds. This time is small when compared to the time which is required to compute the Kalman filter recursion using high-dimensional models. Therefore, approximative low-dimensional models have to be used in practical problems which, however, can compromise the accuracy of estimates.

The reduced accuracy of the models can be handled using the approximation error analysis. The approach is based on computing the approximative statistics of these errors. In this approach the high-dimensional model is used as a “supporting” model to which the solution obtained from the low-dimensional model is compared. The computation of the discrepancy between the models is carried out over the prior model of the state.

The stationary approximation error theory was proposed in [35, 36]. This approach has been applied successfully to several stationary problems including image reconstruction (deconvolution) [35, 36], electrical impedance tomography [35], optical tomography [5, 26] and geophysical tomography [44]. The infinite-dimensional nonstationary inverse problems related to stochastic PDEs have been treated in [56, 57]. In this approach the time-continuous problem is solved using the semigroup analysis and, in principle, the approach is applicable to such cases in which the associated semigroup is known or a computational semigroup representation can be formed.

There have also been other approaches to handle modelling and approximation errors. An approach in which modelling and approximation errors are represented using a stochastic driving term has been described in [20, 69]. However, this stochastic driving term is adjusted rather empirically in such a way that it is not based on the actual analysis of the errors. Discretization errors in so-called bounding problems have been considered in [41, 65]. These papers propose methods to compute the bounds for some linear functionals (e.g., to obtain confidence limits for the unknown quantity) so that discretization errors in associated model are taken into account. Discretization of unknown parameters in inverse problems is also considered in [42, 55, 43].

In this thesis we discuss generally the implementation of the approximation error approach for nonstationary inverse problems based on the approach presented in [35, 36]. The formulation used in this thesis allows us to handle both the errors due to the state reduction (using small dimensional approximation for the unknown) and increased time stepping in temporal integration. The approximation error methods are developed for both linear and nonlinear state estimation problems.

As applications, we consider four different problems. Two problems are related to the one-dimensional heat equation. First, the temperature prediction in a one-dimensional rod is considered, and second, we estimate the thermal properties of this rod simultaneously with the temperature evolution using a state space approach. We also implement the numerical verification of the semigroup analysis presented in [56, 57]. As the last application we consider the determination of thermal parameters of tissue. In this measurement setting the distributed thermal conductivity and perfusion-related coefficient of tissue are determined by using ultrasound induced heating and magnetic resonance (MR) temperature imaging [51, 33].

Contents of this thesis

This thesis is organized as follows. In Chapter 2 approximation error models are derived for both linear and nonlinear state space representations. A brief review on the estimation of nonstationary parameters using state space approach is also given in this chapter. In Chapter 3 the Kalman filter recursions are extended for the approximation error
models. Furthermore, we present a computationally efficient form of the filter recursion for situations in which the number of measurements is high. In Chapter 4 we review the simulations carried out in the papers and summarize the results. Conclusions and discussion are given in Chapter 5.
In this chapter we outline the approximation error approach used in this thesis. We construct an approximation error model which is the basis of the proposed approximation error methods. We also discuss a way to handle increased time stepping.

To make this presentation consistent with Publication III (in which a numerical verification for the semigroup analysis presented in [56, 57] is carried out), we consider the case in which the state spaces are general vector spaces. For example, these spaces can be, say, infinite-dimensional Banach or Hilbert spaces. Such situations occur often in physical systems in which the physical phenomenon is modelled with a partial differential equation (PDE) and the state of the system is a differentiable function or, more generally, an element in the Sobolev space.

However, if necessary, the state spaces can be interpreted as the Euclidean spaces \( \mathbb{R}^n \) (in which case, for example, linear operators are simply matrices). Naturally, this will be the case in all practical computational problems. For example, if the system is modelled with a (stochastic) PDE, the solution of this equation is rarely known in closed form and therefore the infinite-dimensional model is typically unknown. Hence, some numerical discretization has to be employed.

For the theory of general vector spaces, the reader is referred, for example, to [59, 46, 28]. For stochastic analysis in \( \mathbb{R}^n \), see [50, 73, 64, 40, 39], and in general vector spaces, see [58, 17].

### 2.1 State space models

In this thesis we consider only discrete-time state space models. This is warranted since, although the state of the system is often inherently continuous in time, measurements are nowadays typically obtained by sampling at discrete times. For continuous time state space models, see [38, 6, 50, 1].

Let \( X \) and \( W \) be measurable vector spaces. Assume that an \( X \)-valued stochastic process \( \{ X_k \}_{k=0}^N \) representing the state of the system satisfies the state space model

\[
\begin{align*}
X_{k+1} &= F_{k+1}(X_k, W_{k+1}), & k = 0, \ldots, N - 1, \\
Y_k &= G_k(X_k) + V_k, & k = 1, \ldots, N,
\end{align*}
\]

(2.1)

where \( \{ W_k \}_{k=1}^N \) is a \( W \)-valued stochastic process representing the state noise, \( \{ Y_k \}_{k=1}^N \) and \( \{ V_k \}_{k=1}^N \) are \( \mathbb{R}^m \)-valued stochastic processes representing measurements and measurement
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noise, respectively, and $F_k$ and $G_k$ are measurable mappings (if the spaces $X$ and $W$ are topological vector spaces, such as $\mathbb{R}^n$, a sufficient condition for measurability is, say, continuity). The former equation describes temporal behavior of the system and is often called as the evolution model. The latter equation provides interdependence between the state and the measurement and is called the observation model. Due to the practical reasons we assume that $Y_k$ and $V_k$ are finite-dimensional elements. Furthermore, in this thesis we treat only the additive error model for the observations. However, the generalization to nonadditive models is straightforward.

The state space model (2.1) is assumed to be adequately accurate in the sense that the modelling errors are negligible with respect to the magnitude of the state and observation noise processes. Often the model (2.1) is not suitable for state space estimation due to computational reasons. First of all, if the state space is infinite-dimensional, the state cannot be represented using finite number of freedoms. Hence, we have to discretize the state space model (2.1), i.e., approximate the state in a finite dimensional subspace. Moreover, in the case of a finite-dimensional state space $X = \mathbb{R}^n$, accurate modelling of a physical phenomenon often leads to a situation in which the dimension of the model $n$ is required to be very large and the model becomes computationally excessively complex.

To overcome this problem, we approximate the state in a relatively low dimensional subspace of dimension $r$. We identify elements in this subspace with coordinates in some given basis so that the subspace can be treated as the Euclidean space $\mathbb{R}^r$. Let $\left\{X_k^r\right\}_{k=0}^N$ be an $\mathbb{R}^r$-valued stochastic process satisfying the approximate low-dimensional model

$$\begin{align*}
X_{k+1}^r &= F_{k+1}^r(X_k^r, W_{k+1}^r), & k = 0, \ldots, N - 1, \\
Y_k &= G_k^r(X_k^r) + V_k, & k = 1, \ldots, N,
\end{align*}$$

(2.2)

where $F_k^r$ and $G_k^r$ are known measurable mappings and $\left\{W_k^r\right\}_{k=0}^N$ is an $\mathbb{R}^s$-valued process representing state noise. This model can be constructed using model reduction techniques or in PDE induced problems using sparse meshes in the numerical discretization. For model reduction techniques for linear problems, see [4].

The use of the approximative model (2.2) can lead to large modelling errors which compromise the estimation accuracy. In Section 2.2 we analyze this modelling error and construct a so-called enhanced error model in which the modelling errors are taken into account.

In the sequel, we call the state $X_k^r$ as the reduced state and the state space model (2.2) as the reduced model. Furthermore, the state $X_k$ is referred as the accurate state and the model (2.1) as the accurate model.

2.2 Construction of the enhanced error model

Assume that the reduced state is given by a linear mapping $P_r : X \to \mathbb{R}^r$ such that $X_k^r = P_rX_k$. Furthermore, we assume that $W_k^r = P_w W_k$ for some linear operator $P_w$. The mapping $P_r$ is typically a projection or, in a PDE induced problems, $P_r$ can chosen to be an interpolation mapping between the computational meshes that are used in the construction of the accurate and reduced models. The choice of the operator $P_w$ depends on the form of the reduced and accurate models. In some situations we can choose $P_w = 0$ which corresponds to the case when the reduced model is treated as a deterministic model in which the term $W_k^r$ does not appear.
The core of the approach is as follows. We can write

\[ X_{r+1}^k = P_r F_{k+1} (X_k, W_{k+1}) \]

\[ + P_r F_{k+1} (X_k, W_{k+1}) - F_{k+1}^r (P_r X_k, P_w W_{k+1}) \]

\[ = F_{r+1}^r (X_k^r, W_{k+1}^r) + \epsilon_{r+1}^k \] (2.3)

for all \( k = 0, \ldots, N - 1 \), where the stochastic process \( \epsilon_{r+1}^k \) represents the approximation error in the evolution equation. Similarly, for the observation model we have

\[ Y_k = G_k (X_k) + V_k \]

\[ = G_k^r (X_k^r) + G_k (X_k) - G_k^r (P_r X_k) + V_k \]

\[ = G_k^r (X_k^r) + \nu_k^r + V_k \] (2.5)

for all \( k = 1, \ldots, N \), where the stochastic process \( \nu_k^r := G_k (X_k) - G_k^r (P_r X_k) \), \( k = 1, \ldots, N \), represents the approximation error in the observation equation.

Equations (2.3) and (2.5) form a low-dimensional state model for the problem:

\[
\begin{aligned}
X_{r+1}^k &= F_{r+1}^r (X_k^r, W_{k+1}^r) + \epsilon_{r+1}^k, & k = 0, \ldots, N - 1 \\
Y_k &= G_k^r (X_k^r) + \nu_k^r + V_k, & k = 1, \ldots, N.
\end{aligned}
\] (2.7)

The statistics of the model (2.7) conforms to the accurate model (2.1) when the statistics of the approximation error processes \( \{ \epsilon_k^r \} \) and \( \{ \nu_k^r \} \) are known. In the sequel, the model (2.7) is called as the **enhanced error model**. This term is also used in [35, 36], although in these references this term refers to the model in which interdependence of the approximation error and the unknown quantity, the state in our case, is ignored.

Our major goal is to use the enhanced error model (2.7) in the solution of the state space estimation problem. The Kalman filter (KF) recursions [37] in their usual form are not directly applicable with the enhanced error model (2.7) due to the fact that the error processes \( \epsilon_k^r \) and \( \nu_k^r \) depend on the state. Hence, to use the enhanced error model (2.7), we need to extend the KF recursions for the state dependent error terms. This extension is presented in Chapter 3.

It is to be noted that the use of the accurate model cannot be avoided completely, since this model has to be used in the determination of the statistics of the approximation error terms. However, our purpose is to avoid its use in the filtering recursion such that all calculations in which this model has to be used can be completed before any measurements are taken and need to be carried out only once for each measurement setting.

**Enhanced error model in the linear case**

In the linear case we can use slightly different but a more straightforward approach. The difference between these approaches is only formal and is related to the way how the state noise is treated.
2.3 Temporal discretization

The accurate linear state model studied in this thesis is of the form

\[
\begin{align*}
X_{k+1} &= A_k X_k + B_k u_{k+1} + W_{k+1}, & k &= 0, \ldots, N-1, \\
Y_k &= C_k X_k + D_k \tilde{U}_k + V_k, & k &= 1, \ldots, N,
\end{align*}
\]

(2.8)

where \( \{U_k\}_{k=1}^N \) and \( \{\tilde{U}_k\}_{k=1}^N \) are stochastic processes representing input or possibly control and \( A_k, B_k, C_k \) and \( D_k \) are measurable linear operators. The related reduced model is of the form

\[
\begin{align*}
X_{r,k+1}^r &= A_r^r X_{r,k}^r + B_r^r U_{k+1} + W_{k+1}^r, & k &= 0, \ldots, N-1, \\
Y_k &= C_r^r X_{r,k}^r + D_r^r \tilde{U}_k + V_k, & k &= 1, \ldots, N,
\end{align*}
\]

(2.9)

where \( A_r^r, B_r^r, C_r^r \) and \( D_r^r \) are matrices and \( \{W_r^r\}_{k=1}^N \) and \( \{V_k\}_{k=1}^N \) are noise processes. The key realization in the approach is that the processes \( W_k^r \) and \( V_k \) are not directly given by the processes \( W_k \) and \( V_k \). Our main purpose in this approach is to determine the processes \( W_k^r \) and \( V_k^r \).

Again, due to the the interdependency \( X_k^r = P_r X_k \), we can write

\[
\begin{align*}
X_{r,k+1} &= P_r (A_k X_k + B_k u_{k+1} + W_{k+1}) \\
&= A_r^r X_{r,k}^r + B_r^r U_{k+1} + (P_r A_{k+1} - A_r^r P_r) X_k \\
&\quad + (P_r B_{k+1} - B_r^r) U_{k+1} + P_r W_{k+1} \\
&= A_r^r X_{r,k}^r + B_r^r U_{k+1} + \epsilon_r^k + W_r^r
\end{align*}
\]

(2.10)

for all \( k = 0, \ldots, N-1 \), where the processes \( \{\epsilon_r^k\}_{k=1}^N \) and \( \{W_r^r\}_{k=1}^N \) are given by

\[
\epsilon_r^k := (P_r A_{k} - A_r^r P_r) X_{k-1} + (P_r B_{k} - B_r^r) U_{k} \quad \text{and} \quad W_r^r := P_r W_k
\]

for all \( k = 1, \ldots, N \). Furthermore, the observation model can be written as

\[
\begin{align*}
Y_k &= C_k X_k + D_k \tilde{U}_k + V_k \\
&= C_r^r X_{r,k}^r + D_r^r \tilde{U}_k + (C_k - C_r^r P_r) X_k + (D_k - D_r^r) \tilde{U}_k + V_k \\
&= C_r^r X_{r,k}^r + D_r^r \tilde{U}_k + \nu_r^k + V_k
\end{align*}
\]

(2.11)

for all \( k = 1, \ldots, N \), where the process \( \{\nu_r^k\}_{k=1}^N \) is given by

\[
\nu_r^k := (C_k - C_r^r P_r) X_k + (D_k - D_r^r) \tilde{U}_k, \quad k = 1, \ldots, N.
\]

Equations (2.10) and (2.11) form the linear enhanced error model. Note that in this case the approximation error term \( \epsilon_r^k \) does not depend on the state noise.

2.3 Temporal discretization

Most often the evolution models are induced by (stochastic) differential equations or PDEs. In such cases the time step in temporal integration is usually required to be smaller than the physical time between two measurements. For instance, if the physical model for evolution is a parabolic PDE, the spatially discretized form is a stiff differential equation which calls for a very dense temporal discretization, especially in the case of the accurate model. In this section, the aim is to use small time stepping in the evolution model.

It is to be noted that approximation errors due to temporal integration are implicitly handled when this approach is used. Namely, while the time stepping for the reduced
model is chosen to be rather long so that the model is sufficient for estimation, the time stepping for the accurate evolution model can be chosen to be very short so that errors caused by temporal integration are negligible.

The evolution model corresponding to small time stepping is written as

\[ \bar{x}_{j+1} = F_j(\bar{x}_j, \bar{w}_{j+1}), \quad j = 0, \ldots, N - 1, \]

(2.12)

where \( \bar{x}_j \) is the state of the system, \( \bar{w}_j \) is the state noise and \( F_j \) are known mappings.

We assume that the values of \( \bar{x}_k \) are in \( X \), the values of \( \bar{w}_j \) are in a measurable vector space \( \bar{W} \) and the mappings \( F_j \) are measurable. We form a mapping \( F_k \) and a process \( W_k \) for an evolution model corresponding to measurement times.

For simplicity, the time between measurements is assumed to be a multiple of the time step in temporal integration, that is, \( x_k = \bar{x}_{kN_d} \) for some integer \( N_d \). We use Eq. (2.12) to compute \( x_{k+1} \) from \( x_k \) recursively, i.e., we start from \( x_k \) and update state \( N_d \) times by using Equation (2.12). Hence, \( F_{k+1} \) is chosen to be a mapping \((x, w) \mapsto y\) where \( w = (w_1, \ldots, w_{N_d}) \) and \( y \) is given by the iterative equations

\[
\begin{align*}
x_0 &= x, \\
x_{j+1} &= F_{kN_d+j+1}(x_j, w_{j+1}), \quad j = 0, \ldots, N_d - 1, \\
y &= x_{N_d}.
\end{align*}
\]

Then \( X_{k+1} = F_{k+1}(X_k, W_{k+1}) \) where the state noise is chosen to be \( W_{k+1} = (W_{kN_d+1}, \ldots, W_{kN_d+N_d}) \) and \( W = \bar{W}^{N_d} \).

2.4 Nonstationary parameter estimation problems

In practical problems one or more terms in the state space model are often at least partially unknown. For example, the state noise covariance in the evolution equation is not usually well known. Furthermore, if the state space model is induced by, say, thermal equation, the thermal conductivity may be an unknown constant or even a distributed parameter. In this section we consider the estimation of such parameters.

Consider the following nonlinear state space model

\[
\begin{align*}
X_{k+1} &= F_{k+1}(X_k, \theta, W_{k+1}), \quad k = 0, \ldots, N - 1, \\
Y_k &= G_k(X_k, \theta) + V_k, \quad k = 1, \ldots, N,
\end{align*}
\]

where \( \theta_k \) are unknown parameters. The problem is to estimate \( \theta \) based on measurements \( Y_1, \ldots, Y_N \). There are several techniques that can be used to estimate unknown parameters in state space models. For example, if the unknown parameters are time-invariant, we can try to construct the likelihood function \( \ell(Y_1, \ldots, Y_N|\theta) \) and determine the maximum likelihood estimate for \( \theta \). This kind of approach is used in Publication IV to estimate thermal conductivity and perfusion related coefficient in biological thermal equation, the Pennes’ bioheat equation [53]. For other techniques, see [2, Chapter 10] and [24, Section 7.3]. In this section we use an adaptive estimation approach in which the state vector is augmented to include the unknown parameter to form a state space model of the form (2.1).

We treat the unknown parameters \( \theta \) as a stochastic process \( \{\theta_k\}_{k=0}^N \) and set \( X^A_k = (X_k, \theta_k) \). We employ a random walk model for the unknown parameters,

\[
\theta_{k+1} = \theta_k + \omega_{k+1}, \quad k = 0, \ldots, N - 1,
\]
where \( \{\omega_k\}_{k=1}^N \) is a state noise process. If \( \theta_k \) is assumed to be stationary, we can set \( \theta_{k+1} = \theta_k \), i.e., choose \( \omega_k = 0 \). Furthermore, more complicated models can also be straightforwardly used. Note that if \( \omega_k = 0 \), the distribution of \( \theta_k \) is determined by the distribution of the initial state.

The evolution model for \( X^A_k \) is given by
\[
X^A_{k+1} = \begin{pmatrix} X_{k+1} \\ \theta_{k+1} \end{pmatrix} = \begin{pmatrix} F_{k+1}(X_k, \theta_k, W_{k+1}) \\ \theta_k + \omega_{k+1} \end{pmatrix} =: F^A_{k+1}(X^A_k, W^A_{k+1}),
\]
(2.13)
where \( W^A_k = (W_k, \omega_k) \). The estimates for the augmented state \( X^A_k \) can be computed by using standard state estimation techniques. Approximation errors can be taken into account by applying the approach described in Section 2.2 to model (2.13). For details, see Publication V.
Kalman filter (KF) methods [37] are commonly used for state estimation problems. However, the error terms in the enhanced error model are not independent of the state and therefore KF in its usual form is not applicable. In this chapter we present an extension for KF to accommodate the linear enhanced error model. Furthermore, we derive equations for nonlinear state space estimator, that is, the extended Kalman filter (EKF). Finally, we present a modification to the presented extension for a case in which the number of measurements is high. For general texts on Kalman filtering, see [2, 18, 10, 7, 25]. For nonstationary inverse problems that are cast in the state space formalism, see [34, 35, 63].

Throughout this chapter the following notations are used. For \( k = 1, \ldots, N \), we denote the measurements by \( D_k := (Y_1, \ldots, Y_k) \) and realizations of \( D_k \) by \( d_k = (y_1, \ldots, y_k) \).

If \( X \) and \( Y \) are random variables, the conditional expectation and covariance of \( X \) given a realization \( D_k = d_k \) are denoted by \( E_{d_k}[X] \) and \( \text{cov}_{d_k}(X) \), respectively, and the cross-covariance of \( X \) and \( Y \) given \( D_k = d_k \) is denoted by \( \text{cov}_{d_k}(X, Y) \). If the state space is the Euclidean space \( \mathbb{R}^n \), the conditional covariance and the conditional cross-covariance are matrices whose components are

\[
\text{(cov}_{d_k}(X))_{ij} = E_{d_k}\left[((X)_i - E_{d_k}[(X)_i])(X)_j - E_{d_k}[(X)_j]\right],
\]

\[
\text{(cov}_{d_k}(X, Y))_{ij} = E_{d_k}\left[((X)_i - E_{d_k}[(X)_i])(Y)_j - E_{d_k}[(Y)_j]\right],
\]

where \((X)_i\) is the \(i\)th component of \( X\). For the definition in infinite–dimension spaces, see [58]. If \( k = 0 \), notations \( E_{d_0}[X] \), \( \text{cov}_{d_0}(X) \) and \( \text{cov}_{d_0}(X, Y) \) refer to the conventional expectation, covariance and cross-covariance.

### 3.1 State estimation and Kalman filtering

In this section we give a brief review on state estimation and derive equations for the Kalman filter recursion. We concentrate on estimating the state \( X_k \) which satisfies the linear state space model (2.8), or

\[
X_{k+1} = A_{k+1}X_k + B_{k+1}U_{k+1} + W_{k+1}, \quad k = 0, \ldots, N - 1, \quad (3.1)
\]

\[
Y_k = C_kX_k + D_kU_k + V_k, \quad k = 1, \ldots, N. \quad (3.2)
\]
To completely specify the statistics of the state, we need to specify the distributions of the initial state $X_0$ and the processes $U_k, \bar{U}_k, W_k$ and $V_k$. In this section, we assume that the state spaces $\mathcal{X}$ and $\mathcal{W}$ are Euclidean spaces.

The aim is to estimate the state $X_k$ based on measurements $Y_1, \ldots, Y_k$. From the statistical point of view, the degree of information concerning the state $X_k$ provided by these measurements is coded in the conditional distribution of $X_k$ given $D_k = d_k$, denoted by $\hat{\mu}_k$. Hence the overall problem is to determine $\hat{\mu}_k$ for all $k = 1, \ldots, N$. This problem is called the filtering problem.

We consider here only the case in which the associated processes and distributions are Gaussian. Since Gaussian distributions are completely determined by the mean and covariance of the distribution, it is sufficient to determine the mean and covariance of $\hat{\mu}_k$, which are denoted by $\hat{X}_k$ and $\hat{\Gamma}_k$, respectively.

The mean $\hat{X}_k$ can be treated as a point estimate of $X_k$. Furthermore, the covariance $\hat{\Gamma}_k$ can be treated as the covariance of estimation error. In the sequel, these quantities are called as the filter estimate and filter covariance. It is to be noted that $\hat{X}_k$ and $\hat{\Gamma}_k$ are the conditional expectation and covariance of $X_k$ given $D_k = d_k$ and this conditional expectation is, even without the assumptions about Gaussianity, an optimal estimator for $X_k$ based on data $D_k$ in the sense that it minimizes the variance of estimation error, see for example [50, Chapter 6].

We assume that the processes in the state space model (3.1)–(3.2) satisfy the following assumptions:

(i) the initial state $X_0$ and the noise processes $\{W_k\}$ and $\{V_k\}$ are Gaussian;

(ii) $U_k$ and $\bar{U}_k$ are general Gaussian random variables for all $k = 1, \ldots, N$;

(iii) $X_0$ is independent of $U_k, \bar{U}_k, W_k$, and $V_k$ for all $k = 1, \ldots, N$;

(iv) $U_{k+1}, W_{k+1}, \bar{U}_k$, and $V_k$ are independent for every $k = 1, \ldots, N - 1$, and $U_1$ and $W_1$ are independent;

(v) for every $k, \ell = 1, \ldots, N$ such that $k \neq \ell$, $(U_k, W_k)$ and $(U_\ell, W_\ell)$ are independent, as well as $(\bar{U}_k, V_k)$ and $(\bar{U}_\ell, V_\ell)$;

(vi) the expectations of $W_k$ and $V_k$ are zero for all $k = 1, \ldots, N$.

The assumption (ii) for $U_k$ and $\bar{U}_k$ means that the characteristic functions of these random variables are of the form $\phi(u) = \exp \left( im^T u - \frac{1}{2} u^T C u \right)$ for a vector $m$ and a symmetric non-negative definite matrix $C$ [50, Appendix A]. For example, $U_k$ and $\bar{U}_k$ can be deterministic processes or control inputs computed based on the state estimates. It is to be noted that the above conditions are not rigorous. For example, correlated noise vectors has been treated in [2]. Furthermore, the assumption (vi) is made only to simplify notations and it is trivial to take into account nonzero expectations.

By the above assumptions, the random variables $X_k$ and $Y_1, \ldots, Y_k$ are jointly Gaussian for all $k = 1, \ldots, N$ (see Publication I). Hence $\hat{\mu}_k$ is Gaussian and its expectation and covariance are given by the formulas

$$\hat{X}_k = \mathbb{E}[X_k] + \text{cov}(X_k, D_k)\text{cov}(D_k)^{-1}(d_k - \mathbb{E}[Y_k]),$$

$$\hat{\Gamma}_k = \text{cov}(X_k) - \text{cov}(X_k, D_k)\text{cov}(D_k)^{-1}\text{cov}(D_k, X_k),$$

see for example [35, Theorem 3.5]. However, since the dimension of $D_k$ increases over time, these equations are often inappropriate for practical situations.

The Kalman filtering methods are recursive. The aim is to determine $\hat{\mu}_{k+1}$ from $\hat{\mu}_k$ based on the evolution model as well as the information provided by the measurement
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\( Y_{k+1} = y_{k+1} \). This task is divided into two separate problems: the time update problem is to determine the conditional distribution of \( X_{k+1} \) given \( D_k \), denoted by \( \tilde{\mu}_k \), and the observation update problem is to use information provided by \( Y_{k+1} \) to determine \( \tilde{\mu}_{k+1} \).

We denote the mean and covariance of \( \tilde{\mu}_{k+1} \) by \( \hat{X}_{k+1} \) and \( \hat{\Gamma}_{k+1} \). From the statistical point of view, \( \hat{X}_{k+1} \) is the best estimate for \( X_{k+1} \) based on data \( D_k = d_k \). In the sequel \( \hat{X}_{k+1} \) and \( \hat{\Gamma}_{k+1} \) are referred to as the predictor and the predictor covariance.

The solution for the time update problem can be calculated using the evolution model (3.1) and the above independence assumptions. The predictor and predictor covariance are given by the equations

\[
\hat{X}_{k+1} = A_{k+1} \hat{X}_k + B_{k+1} \eta_{k+1}, \quad (3.3)
\]

\[
\hat{\Gamma}_{k+1} = A_{k+1} \hat{\Gamma}_k A_{k+1}^T + B_{k+1} \Sigma_k B_{k+1}^T + \Sigma_w, \quad (3.4)
\]

where \( \eta_{k+1} \) and \( \Sigma_{k+1} \) are the expectation and covariance of \( U_{k+1} \), and \( \Sigma_{k+1} \) is the covariance of \( W_{k+1} \). For details, see Publication I.

The solution for the observation update problem is given by the equations

\[
\hat{X}_{k+1} = \hat{X}_{k+1} + \text{cov}^{d_{k+1}}(X_{k+1}, Y_{k+1}) \text{cov}^{d_{k+1}}(Y_{k+1})^{-1} \{ y_{k+1} - E^{d_{k+1}}[Y_{k+1}] \}, \quad (3.5)
\]

\[
\hat{\Gamma}_{k+1} = \hat{\Gamma}_{k+1} - \text{cov}^{d_{k+1}}(X_{k+1}, Y_{k+1}) \text{cov}^{d_{k+1}}(Y_{k+1})^{-1} \text{cov}^{d_{k+1}}(Y_{k+1}, X_{k+1}), \quad (3.6)
\]

see for example Publication I. The conditional expectation and covariance of \( Y_{k+1} \) given \( D_k = d_k \) as well as the conditional cross-covariance of \( \hat{X}_{k+1} \) and \( Y_{k+1} \) given \( D_k = d_k \) can be computed using the observation model (3.2) and the independence assumptions as shown in Publication I. As the result, we get the following equations

\[
\hat{X}_{k+1} = \hat{X}_{k+1} + K_{k+1} (y_{k+1} - C_{k+1} \hat{X}_{k+1} - D_{k+1} \eta_{k+1}), \quad (3.7)
\]

\[
\hat{\Gamma}_{k+1} = (I - K_{k+1} C_{k+1}) \hat{\Gamma}_{k+1}, \quad (3.8)
\]

\[
K_{k+1} := \hat{\Gamma}_{k+1} C_{k+1}^T (C_{k+1} \hat{\Gamma}_{k+1} C_{k+1}^T + D_{k+1} \Sigma_k D_{k+1}^T + \Sigma_w), \quad (3.9)
\]

where \( \eta_{k+1} \) and \( \Sigma_{k+1} \) are the expectation and covariance of \( U_{k+1} \), respectively, and \( \Sigma_{k+1} \) is the covariance of \( V_{k+1} \). Equations (3.3), (3.4) and (3.7)–(3.9) form an estimator which is known as the Kalman filter. The matrix \( K_{k+1} \) is commonly called the Kalman gain matrix.

There are various forms for the Kalman filter equations. The form of the filter presented above is usually known as the innovation filter. In other forms, the equations are expressed, for example, in terms of the inverses of the covariances \( \hat{\Gamma}_k \) and \( \hat{\Gamma}_k \) (information filter) or the matrix square roots of these covariances (square root filters), see for example [2, 21]. In the following we present the information filter form.

**Information filter**

The innovation filter form of Kalman filter equations is computationally efficient in problems in which the dimension of the state vector is greater than the number of measurements. However, in several practical problems the situation is reversed. The information filter form of the Kalman filter recursion is computationally more efficient for cases in which the dimension of the measurement vector is high.

The information filter is based on the Sherman-Morrison-Woodbury (SMW) formula (also known as the matrix inversion lemma) [29, 23]

\[
(QRQ^T + P)^{-1} = P^{-1} - P^{-1}Q(Q^TP^{-1}Q + R^{-1})^{-1}Q^TP^{-1},
\]
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where $P$, $R$ and $Q$ are appropriate size matrices such that $R$ and $P$ are invertible. The basic idea is to apply the SMW equation to the Kalman filter recursion to yield new filtering equations for a filter which is expressed in terms of the inverses of $\hat{\Gamma}_k$ and $\tilde{\Gamma}_k$. These matrices are called as information matrices.

We assume that the matrix $A_k$ is invertible. Furthermore, for simplicity, we assume that the state space model does not contain input terms $U_k$ and $\bar{U}_k$. The information filter equations are written in terms of the variables $\bar{a}_k = \tilde{\Gamma}_k^{-1} \tilde{X}_k$ and $\tilde{a}_k = \hat{\Gamma}_k^{-1} \tilde{X}_k$, which can be updated recursively by the using the equations [2]

$$
\bar{a}_{k+1} = (I - L_{k+1}) A_{k+1}^{-1} \tilde{a}_k \quad \Gamma_{k+1}^{-1} = (I - L_{k+1}) A_{k+1}^{-1} T \tilde{\Gamma}_k^{-1} A_{k+1}^{-1},
$$

$$
\tilde{a}_{k+1} = \bar{a}_{k+1} + C_{k+1} T \Sigma_{k+1} y_{k+1}
$$

where the matrix $L_{k+1}$ is

$$
L_{k+1} = A_{k+1}^{1T} \tilde{\Gamma}_k^{-1} A_{k+1} - 1 (A_{k+1}^{-1} T \tilde{\Gamma}_k^{-1} A_{k+1}^{-1} + \Sigma_{k+1}^{-1})^{-1}.
$$

The above equations form the information filter. The filter estimate and the predictor can be recovered by solving the algebraic equations $\tilde{X}_k = \hat{\Gamma}_k \bar{a}_k$ and $\tilde{X}_k = \tilde{\Gamma}_k \tilde{a}_k$ when $\tilde{\Gamma}_k^{-1}$ and $\hat{\Gamma}_k^{-1}$ are known.

### 3.2 Extension for the enhanced error model

In this section we derive an estimator for $X_k^r$ based on the enhanced error model (2.11), or

$$
X_{k+1}^r = A_{k+1}^r X_k^r + B_{k+1}^r U_{k+1} + \epsilon_{k+1}^r + W_{k+1}^r, \quad k = 0, \ldots, N - 1 \quad (3.10)
$$

$$
Y_k = C_{k}^r X_k^r + D_{k}^r U_k + \nu_k^r + V_k, \quad k = 1, \ldots, N. \quad (3.11)
$$

The filter estimate and the filter covariance for $X_k^r$ are denoted by $\tilde{X}_k^r$ and $\tilde{\Gamma}_k^r$, respectively. Furthermore, the predictor and the predictor covariance for $X_k^r$ are denoted by $\hat{X}_k^r$ and $\hat{\Gamma}_k^r$, respectively.

We assume that the state spaces $X$ and $W$ are real separable Hilbert spaces. To ensure Gaussianity, we assume that the assumptions in Section 3.1 for the accurate model (3.1)–(3.2) are satisfied. In addition, we need also to assume that the linear operators $A_k$, $B_k$, $C_k$ and $D_k$ are bounded for all $k = 1, \ldots, N$. Then, for all $k = 1, \ldots, N$, the joint distribution of $X_k$ and $Y_1, \ldots, Y_k$ is Gaussian and, since $X_k^r$ is a linear image of $X_k$, the joint distribution of $X_k^r$ and $Y_1, \ldots, Y_k$ is also jointly Gaussian.

The solutions for the time and observation update problems are obtained similarly as in Section 3.1. The evolution model (3.10) gives

$$
\tilde{X}_{k+1}^r = A_{k+1}^r \tilde{X}_k^r + B_{k+1}^r \bar{U}_{k+1} + \mathbb{E} W_{k+1}^r | \epsilon_{k+1}^r, \quad (3.12)
$$

$$
\tilde{\Gamma}_{k+1} = A_{k+1}^r \tilde{\Gamma}_k A_{k+1}^r + B_{k+1}^r \Sigma_{k+1} B_{k+1}^r + \text{cov}^d(\epsilon_{k+1}^r) + \Sigma_{k+1}^w + A_{k+1}^r \text{cov}^d(X_k^r, \epsilon_{k+1}^r) + \text{cov}^d(\epsilon_{k+1}^r, X_k^r) A_{k+1}^r T + B_{k+1}^r \text{cov}^d(U_{k+1}, \epsilon_{k+1}^r) + \text{cov}^d(\epsilon_{k+1}^r, U_{k+1}) B_{k+1}^r T, \quad (3.13)
$$
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where $\Sigma_{w,r}^k$ is the covariance of $W_r^k$, that is, $\Sigma_{w,r}^k = P_r^k P_r^k$. Substitution of the observation model (3.11) to Equations (3.5)–(3.6) gives

$$\begin{align*}
\hat{X}_{k+1} &= \hat{X}_{k+1}^r + K_{k+1}^r (y_{k+1} - C_k^r \hat{X}_{k+1}^r - D_k^r \eta_k^r - \mathbb{E}^d_k [\nu_{k+1}^r]), \quad (3.14) \\
\Gamma_{k+1} &= \Gamma_{k+1}^r - K_{k+1}^r (C_k^r \Gamma_{k+1}^r + \text{cov}^d (\nu_{k+1}^r, X_{k+1}^r)), \quad (3.15) \\
K_{k+1}^r &= (\Gamma_{k+1}^r C_k^r T + \text{cov}^d (X_{k+1}^r, \nu_{k+1}^r)) \\
\times (C_k^r \Gamma_{k+1}^r C_k^r T + D_k^r \Sigma_{k+1}^r D_k^r T + \text{cov}^d (\nu_{k+1}^r) + \Sigma_{k+1}^r \\
+ C_k^r \text{cov}^d (X_{k+1}^r, \nu_{k+1}^r) + \text{cov}^d (\nu_{k+1}^r, X_{k+1}^r)) C_k^r T \\
+ D_k^r \text{cov}^d (\hat{U}_{k+1}, \nu_{k+1}^r) + \text{cov}^d (\nu_{k+1}^r, \hat{U}_{k+1}) D_k^r T)^{-1}. \quad (3.16)
\end{align*}$$

Equations (3.12)–(3.16) can be used as an estimator for $X_{k+1}^r$ if the conditional expectations and covariances are only approximations for these quantities. Same applies to $\nu_{k+1}^r$.

3.3 Extension to nonlinear filtering problems

In this section we derive filtering equations for the nonlinear enhanced error model (2.7). A similar approach is typically used to extend theKF recursion for nonlinear state space models (the extended Kalman filter, EKF), see for example [2].

There are different approaches to handle nonlinear state-space models. First of all, we can linearize the state space model around some fixed point and use this linearized model with the linear KF recursion formulas. This leads to a very simple method which, however, works only with slightly nonlinear models. An another approach is to linearize the state space model at each iteration step around the current state estimate. This approach is the most commonly used and therefore we follow it in this thesis. There is also an approach known as the iterated extended Kalman filter (IEKF), in which the observation update problem is solved iteratively.

It is to be noted that, due to the linearizations and other approximations, the resulting estimates and error covariances are mere approximations for the corresponding conditional expectations and covariances. The exact conditional expectation and covariance as well as the complete statistical structure can only be obtained with the excessively heavy Markov chain Monte Carlo type schemes such as particle filters [72, 15].

As in the previous section, the filter estimate and filter covariance are denoted by $\hat{X}_k^r$ and $\Gamma_k^r$, respectively, and the predictor and predictor covariance are denoted by $\hat{X}_k^r$ and $\Gamma_k^r$, respectively. However, although in the previous section $\hat{X}_k^r$ and $\Gamma_k^r$ were the conditional expectation and covariance of $X_k^r$ given $D_k = d_k$, referring to the above, in this section $\hat{X}_k^r$ and $\Gamma_k^r$ are only approximations for these quantities. Same applies to $\hat{X}_k^r$ and $\Gamma_k^r$.

Assume that $F_k^r$ and $G_k^r$ are differentiable for all $k = 1, \ldots, N$. Then Taylor’s formula gives an approximation for the evolution model

$$X_{k+1}^r \approx F_k^r (x^*, 0) + \partial_x F_k^r (X_k^r - x^*) + \partial_w F_k^r W_k^r + \epsilon_k^r$$

where $x^*$ is a linearization point and $\partial_x F_k^r$ and $\partial_w F_k^r$ are the Jacobian matrices of $F_k^r$ with respect to $x$ and $w$, respectively, evaluated at the point $(x^*, 0)$. An approximation for the observation model can be written as

$$Y_{k+1} \approx G_k^r (X_{k+1}^r - x^*) + \nu_{k+1}^r + V_{k+1}.$$
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where \( \partial G_k^r \) is the Jacobian matrix of \( G_k^r \) evaluated at \( x^r \).

Since smallest linearization error is achieved near the linearization point, the linearization point should be chosen such that it represents the best possible guess for the state based on the information available at current time. Hence, the linearization point for the evolution model is chosen to be \( \bar{X}_k^r \) and for the observation model it is chosen to be \( \bar{X}_{k+1}^r \).

Assume that the initial state \( X_0 \) and the processes \( W_k \) and \( V_k \) in the accurate model (2.1) satisfy the same assumptions that are made in Section 3.2. A similar argument as in Section 3.1 results the following equations

\[
\bar{X}_{k+1} = F_{k+1}(\bar{X}_k, 0) + \mathbb{E}^{\nu_k} [\epsilon_{k+1}],
\]

\[
\bar{\Gamma}_{k+1} = \partial_x F_{k+1}^r \bar{\Gamma}_{k+1}^r \partial_x F_{k+1}^r + \partial_w F_{k+1}^r \Sigma_{k+1}^{w,r} \partial_w F_{k+1}^r + \text{cov}^{\nu_k} (\epsilon_{k+1}),
\]

\[
K_{k+1} = \bar{\Gamma}_{k+1} (\partial \bar{G}_{k+1}^r)^T \bar{\Gamma}_{k+1} (\partial \bar{G}_{k+1}^r) + \text{cov}^{\nu_k} (\nu_{k+1})^{-1},
\]

\[
\bar{X}_{k+1} = \bar{X}_k + K_{k+1} (y_{k+1} - G_{k+1}(\bar{X}_{k+1}) - \mathbb{E}^{\nu_k} [\nu_{k+1}]),
\]

\[
\bar{\Gamma}_{k+1} = (I - K_{k+1} \partial \bar{G}_{k+1}^r) \bar{\Gamma}_{k+1}.
\]

For details, see Publication III. These equations can be used as an estimator for the reduced state \( X_k^r \). It is to be noted that, if we neglect the terms in which \( \epsilon_k^r \) and \( \nu_k^r \) appear in equations (3.17)–(3.21), the equations correspond to the extended Kalman filter (cf. [2, Page 195]).

In the linear case, Equations (3.12)–(3.16) contained cross-covariance terms related to \( \epsilon_k^r \) and \( \nu_k^r \). Similar terms also appear in the derivation of Equations (3.17)–(3.21) (see Publication III). However, in the nonlinear case the predictor and filter covariances given by Equations (3.18) and (3.21) may not be positive semidefinite matrices (i.e., proper covariance matrices) and the estimator may become unstable. Therefore the conditional cross-covariances are approximated with zero matrices in the derivation of Equations (3.17)–(3.21). This issue with further details is discussed in Section 3.4.

Temporal discretization

In Section 2.3 we discussed about the use of small time stepping in temporal discretization and constructed the evolution model (2.12) which corresponds to measurement times. To use the nonlinear recursive estimator presented in this section, we need to calculate the Jacobian matrices associated to this evolution model. These Jacobian matrices can be calculated as follows.

Assume that \( F_j \) are differentiable for all \( j = 1, \ldots, \bar{N} \). Consequently, \( F_k \) are differentiable for all \( k = 1, \ldots, N \). Denote the Jacobian matrices of \( F_k \) with respect to \( x \) and \( w \) by \( \partial_x F_k \) and \( \partial_w F_k \), respectively, and the Jacobian matrices of \( F_{k+j} \) with respect to \( x \) and \( w \) by \( \partial_x F_k^j \) and \( \partial_w F_k^j \), respectively. Furthermore, denote \( A_{Nd}^0 = I \) and

\[
A_{jd}^j := \partial_x F_{Nd} (x_{Nd-1}, w_{Nd}) \cdots \partial_x F_{Nd-j+1} (x_{Nd-j}, w_{Nd-j+1}), \quad j = 1, \ldots, N_d.
\]

Then the Jacobian matrices of \( F_{k+1} \) are given by the equations

\[
\partial_x F_{k+1} (x, w) = A_{Nd}^0,
\]

\[
\partial_w F_{k+1} (x, w) = A_{Nd}^N \partial_x F_k^0 (x_0, w_0), \quad i = 1, \ldots, N_d,
\]

\[
\partial_w F_{k+1} (x, w) = [\partial_w F_{k+1} (x, w) \cdots \partial_w F_{k+1} (x, w)].
\]

For details, see Publications III.
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In this section we will describe how the statistics for the approximation error terms are computed. More precisely, we determine the (approximative) conditional expectations, covariances and cross-covariances of \( \epsilon_{k+1} \) and \( \nu'_{k+1} \) given \( D_k = d_k \). We consider the linear case first.

**Linear model**

We need to compute the conditional expectations and covariances of \( \epsilon_k \) and \( \nu_k \) and the conditional cross-covariances \( \text{cov}^{d_k}(\epsilon_k, X_k) \), \( \text{cov}^{d_k}(\epsilon_k, U_k) \), \( \text{cov}^{d_k}(\nu'_{k+1}, X_{k+1}) \) and \( \text{cov}^{d_k}(\nu'_{k+1}, U_{k+1}) \). In the linear case the approximation error terms are images of the accurate model given by linear operations. Since the expectation (as an integral operator) commutes with other linear operators, it is straightforward to derive the exact equations for these quantities.

From the definition of \( \epsilon_k \),

\[
\mathbb{E}^{d_k}[\epsilon_k] = (P_t A_{k+1} - A'_{k+1} P_t) \mathbb{E}^{d_k}[X_k] + (P_t B_{k+1} - B'_k P_t) \Sigma_{k+1}^{u},
\]

\[
\text{cov}^{d_k}(\epsilon_k) = (P_t A_{k+1} - A'_{k+1} P_t) \text{cov}^{d_k}(X_k)(P_t A_{k+1} - A'_{k+1} P_t)^T
\]

\[
+ (P_t B_{k+1} - B'_k P_t) \Sigma_{k+1}(P_t B_{k+1} - B'_k P_t)^T,
\]

\[
\text{cov}^{d_k}(\epsilon_k, X_k) = (P_t A_{k+1} - A'_{k+1} P_t) \text{cov}^{d_k}(X_k) P_t^T,
\]

\[
\text{cov}^{d_k}(\epsilon_k, U_k) = (P_t B_{k+1} - B'_k P_t) \Sigma_{k+1}^{u},
\]

since \( U_{k+1} \) is independent of \( X_k \) and \( D_k \). Similarly for \( \nu_k \) we have

\[
\mathbb{E}^{d_k}[\nu'_{k+1}] = (C_{k+1} - C'_{k+1} P_t) \mathbb{E}^{d_k}[X_{k+1}] + (D_{k+1} - D'_k P_t) \nu_{k+1},
\]

\[
\text{cov}^{d_k}(\nu'_{k+1}) = (C_{k+1} - C'_{k+1} P_t) \text{cov}^{d_k}(X_{k+1})(C_{k+1} - C'_{k+1} P_t)^T
\]

\[
+ (D_{k+1} - D'_k P_t) \Sigma_{k+1}(D_{k+1} - D'_k P_t)^T,
\]

\[
\text{cov}^{d_k}(\nu'_{k+1}, X_{k+1}) = (C_{k+1} - C'_{k+1} P_t) \text{cov}^{d_k}(X_{k+1}) P_t^T,
\]

\[
\text{cov}^{d_k}(\nu'_{k+1}, U_{k+1}) = (D_{k+1} - D'_k P_t) \Sigma_{k+1}^{u}.
\]

In principle, the conditional expectations \( \mathbb{E}^{d_k}[X_k] \) and \( \mathbb{E}^{d_k}[X_{k+1}] \) can be computed by using the accurate model (2.8). However, these terms depend on the measurements \( d_k \) and cannot be computed prior any measurements. Furthermore, these terms are actually the filter estimates \( X_k \) and \( \hat{X}_{k+1} \) for the filtering problem related to the accurate model (2.1), see Section 3.1. Thus, if these terms are computed, it is meaningless to use the reduced model at all. For practical purposes, we have to approximate these conditional expectations with the conventional expectations, i.e., we choose \( \mathbb{E}^{d_k}[X_{k+1}] \approx \mathbb{E}[X_{k+1}] \) and \( \mathbb{E}^{d_k}[X_{k+1}] \approx \mathbb{E}[X_{k+1}] \).

We can also approximate the covariances \( \text{cov}^{d_k}(X_k) \) and \( \text{cov}^{d_k}(X_{k+1}) \) with the respective conventional covariances. This is a safe choice in a way that the conditional variances are smaller than the conventional variances and therefore the uncertainty of the random variables is at least not underestimated. This approximation is not, however, imperative, since these conditional covariances do not depend on measurements (see Equations (3.4), (3.8) and (3.9)) and these terms can be computed prior any measurements are taken. On the other hand, if we approximate the conditional covariances with the conventional covariances, there is a risk that the filter covariance and the predictor covariances given by Equations (3.15) and (3.16) are not positive semidefinite. In spite
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of all, based on the simulations in Publications I and II, the approximation of the conditional covariances with the conditional expectations seems to be viable. Actually, in the case of the simulation in Publication I (where these both approaches could be used), the difference in the results between these approaches was insignificant.

The conditional expectations and covariances of the state $X_k$ can be computed recursively using the accurate evolution model (2.8):

$$
\mathbb{E}[X_{k+1}] = A_{k+1}\mathbb{E}[X_{k+1}] + B_{k+1}\mathbb{E}[U_{k+1}],
$$

$$
cov(X_{k+1}) = A_{k+1}cov(X_k)A_{k+1}^T + B_{k+1}\Sigma_{k+1}B_{k+1}^T + \Sigma_{k+1}^w
$$

for all $k = 0, \ldots, N-1$ where $\Sigma_{k+1}^w$ is the covariance of $W_{k+1}$.

Nonlinear model

In nonlinear case there are no similar explicit equations for the expectations, covariances and cross-covariances related to $\epsilon^r_k$ and $\nu^r_k$ as in the linear case. Instead, the approximative statistics for the error terms can be computed by using an ensemble of samples of these approximation errors.

At first, the conditional expectations and covariances of $\epsilon^r_{k+1}$ and $\nu^r_{k+1}$ are approximated with the conventional covariances, i.e., we choose $\mathbb{E}^{\nu_k} [\epsilon^r_{k+1}] \approx \mathbb{E}[\epsilon^r_{k+1}]$; $\text{cov}^{\nu_k} (\epsilon^r_{k+1}) \approx \text{cov}(\epsilon^r_{k+1})$, $\mathbb{E}^{\nu_k} [\nu^r_{k+1}] \approx \mathbb{E}[\nu^r_{k+1}]$ and $\text{cov}^{\nu_k} (\nu^r_{k+1}) \approx \text{cov}(\nu^r_{k+1})$. This corresponds to the approximation made in the linear case in which the conditional expectations and covariances of $X_k$ and $X_{k+1}$ are approximated with the conventional expectations and covariances. To avoid the resulting filter and predictor covariances become improper covariance matrices, in the nonlinear case the conditional cross-covariances related to the approximation error terms are approximated with zero matrices (as already mentioned in Section 3.2). It is to be noted that, although it was not necessary to neglect these conditional cross-covariance in the linear case, that seems to be imperative in the nonlinear case. The main reason for this issue seems to be the linearizations made in the derivation of the filter recursion. Namely, if in the nonlinear case the cross-covariance matrices are not neglected, the covariance matrices can become indefinite even during the first recursion step when the approximations related to the conditional expectations and covariances of $\epsilon^r_k$ and $\nu^r_k$ are not effective (note that $\text{cov}^{\nu_k} (\cdot)$ was the notation for the conventional covariance).

We generate an ensemble of samples from the family of random variables \{X^k_0, X^k_1, W^k_0, \epsilon^r_k, \nu^r_k, k = 1, \ldots, N\} as follows. Let $M$ be the number of samples. We draw a sample $X^k_0$ \((j = 1, \ldots, M)\) from the distribution of the initial state $X_0$ and put $X^0_{0,j} = P \cdot X^0_0$. Then for each $k = 1, \ldots, N$ we carry out the following steps:

1. draw $W^k_j$ from the distribution of $W_k$ and put $W^r_{k,j} = P \cdot W^k_j$;
2. compute $X^r_k = F_k(X^r_{k-1}, W^r_k)$ and put $X^r_{k,j} = P \cdot X^r_k$;
3. compute $\epsilon^r_{k,j} = X^r_{k,j} - F^r_k(X^r_{k-1}, W^r_{k-1})$ and $\nu^r_{k,j} = G_k(X^r_k) - G^r_k(X^r_{k-1})$.

There are cases in which we can treat the evolution model conditioned on the initial state as a deterministic model and simplify the procedure by neglecting the state noise (i.e., by choosing $W^r_k = 0$). This can be done if we can assume that the evolution model of the accurate state is a correct model for the problem so that the effects of the state noise are negligible.
The approximate expectations and covariances are computed as the respective sample means and covariances by using the equations

\[
\mathbb{E}[\epsilon_r^k] \approx \mu_M^\epsilon := \frac{1}{M} \sum_{j=1}^{M} \epsilon_{r,j}^k, \quad \text{cov}(\epsilon_r^k) \approx \frac{1}{M - 1} \sum_{j=1}^{M} (\epsilon_{r,j}^k - \mu_M^\epsilon)(\epsilon_{r,j}^k - \mu_M^\epsilon)^T,
\]

\[
\mathbb{E}[\nu_r^k] \approx \mu_M^\nu := \frac{1}{M} \sum_{j=1}^{M} \nu_{r,j}^k, \quad \text{cov}(\nu_r^k) \approx \frac{1}{M - 1} \sum_{j=1}^{M} (\nu_{r,j}^k - \mu_M^\nu)(\nu_{r,j}^k - \mu_M^\nu)^T
\]

for every \( k = 1, \ldots, N \). The approximative covariance matrices may be rank-deficient, but this is not a problem due to the fact that the covariance of the measurement noise \( \Sigma_v^k \) is usually positive definite and therefore the matrix which has to be inverted for the Kalman gain is non-singular.

Finally, we note that the number of samples \( M \) may not have to be high compared to the dimension of the state vector or the number of samples. It has turned out that in practice the suitable accuracy for the statistics of the approximation errors can be achieved using relative small number of measurement \([35, 45]\). This property, however, is not studied in this thesis. Instead, \( M \) is chosen to be relatively high such that the increment of \( M \) does not essentially change the estimates.

### 3.5 Hybrid filter

As already mentioned in Section 3.1, the information filter form of the KF recursion is not computationally efficient if the dimension of measurement vector is large compared to the dimension of the state vector. The same applies to the methods presented in Sections 3.2 and 3.3. In this section we present a modification of the methods for the case in which the dimension of the measurement vector is high. The modification is a hybrid form of the innovation and information filter forms.

The main motivation for the extension is related to the problem described in Publications IV–V. In this problem the measurements are magnetic resonance thermal images \([33]\) that are usually of the size of 128x128 or higher. Hence, when this problem is treated as a nonstationary parameter estimation problem as in Publication V, the measurement noise covariance \( \Sigma_v^{k+1} \) (among others) contains \( 128^4 \) elements and the computation of the Kalman gain matrix \( K_{k+1}^r \) is prohibitively complex.

Since the resulting state space model in Publication V is nonlinear, we consider only the nonlinear case. The information filter described in Section 3.1 was expressed in terms of the inverse of the matrix \( A_k \). However, in the nonlinear case there is no term which corresponds to \( A_k^{-1} \) and thus similar equations as in the information filter cannot be found. Instead, we confine ourselves by modifying the observation update equations (3.14)-(3.16) using the Sherman-Morrison Woodbury formula.

The basic idea of the modification is to write the covariance \( \text{cov}(\nu_{r,k}^{k+1}) \) in the form \( \text{cov}(\nu_{r,k}^{k+1}) = \Xi_{k+1} \Xi_{k+1}^T \). This is due to the fact that the covariance estimate can be written as an outer product in the first place, that is, \( \text{cov}(\nu_{r,k}^{k+1}) = M^{-1}AA^T \) where \( A \) is a matrix whose \( j \)th column is \( \nu_{r,j}^k - \bar{v}_k \). Thus \( \Xi \) can be chosen to be \( \Xi = M^{-1/2}A \). It is to be noted that the dimension of the matrix \( \Xi_{k+1} \) is typically significantly smaller than the covariance \( \text{cov}(\nu_{r,k}^{k+1}) \).

An application of the SMW formula to Equation (3.19) gives the following equation for the Kalman gain

\[
K_{k+1}^r = \Psi_{k+1} \partial G_{k+1}^r \Sigma_{k+1}^{-1} \Psi_{k+1}^T - \Psi_{k+1} \Psi_{k+1}^T \Xi_{k+1} \Xi_{k+1}^T \Sigma_{k+1}^{-1}
\]  
(3.22)
where the matrices $\Lambda_{k+1}$, $\Phi_{k+1}$ and $\Psi_{k+1}$ are given by

\[
\begin{align*}
\Lambda_{k+1} &= (\Xi_{k+1}^T \Sigma_{k+1}^{-1} \Xi_{k+1} + I)^{-1}, \\
\Phi_{k+1} &= \Xi_{k+1}^T \Sigma_{k+1}^{-1} \partial G_{k+1}, \\
\Psi_{k+1} &= [\Gamma_{k+1} - \partial G_{k+1}^T \Sigma_{k+1}^{-1} \partial G_{k+1}^T - \Phi_{k+1}^T \Lambda_{k+1} \Phi_{k+1}]^{-1}.
\end{align*}
\]

The equation (3.22) can be used with Equations (3.20)–(3.21) to compute the filter estimates. The covariance of the measurement noise is often a diagonal matrix and thus can be inverted easily. Hence, the largest full matrix which has to be inverted is of the size $n \times n$ or $M \times M$, not of the size $m \times m$. The computationally most demanding tasks are the computation of the inverse of $\Gamma_{k+1}$ and the matrix $\Psi_{k+1}$. For details, see Publication V.

Finally, we consider a special case in which the mapping $G_{k+1}$ is linear. This kind of a situation occurs in the simulation presented in Publication V, in which $G_{k+1}$ is an interpolation matrix from the computational mesh to the measurement grid. Substitution of (3.22) to the observation update equations (3.20)–(3.21) gives

\[
\begin{align*}
\tilde{X}_{k+1} &= \tilde{X}_{k+1} + \Psi_{k+1} G_{k+1}^T \Sigma_{k+1}^{-1} z_k - \Psi_{k+1} G_{k+1}^T \Sigma_{k+1}^{-1} G_{k+1}^T \Phi_{k+1} \tilde{X}_{k+1} \\
&\quad - \Psi_{k+1} G_{k+1}^T \Lambda_{k+1} \Xi_{k+1}^T \Sigma_{k+1}^{-1} z_k + \Psi_{k+1} G_{k+1}^T \Lambda_{k+1} \Phi_{k+1} \tilde{X}_{k+1}, \\
\tilde{\Gamma}_{k+1} &= \tilde{\Gamma}_{k+1} - \Psi_{k+1} G_{k+1}^T \Sigma_{k+1}^{-1} G_{k+1}^T \tilde{\Gamma}_{k+1} + \Psi_{k+1} G_{k+1}^T \Lambda_{k+1} \Phi_{k+1} \tilde{\Gamma}_{k+1},
\end{align*}
\]

where $z_k = y_{k+1} - \Xi_{k+1}^T [\nu_{k+1}]$. This form is computationally more efficient compared to Equations (3.22), (3.20) and (3.21). However, the multiplication order should be chosen carefully.

### 3.6 Synopsis

We have derived an estimation scheme for nonstationary problems taking into account approximation errors in state-space models. In simplicity, the procedure to build up the estimation system is as follows.

1. At first, we need to find the mappings $F_k$, $G_k$, $F_k^v$ and $G_k^v$ associated the state space models. In PDE induced problems, these mapping are usually constructed by using some numerical scheme such as the finite difference or the finite element method (FEM). The sufficiently accurate model can be achieved by using fine spatial and temporal discretization and for the reduced model spatial and temporal discretization can be relatively sparse. The mapping $P_v$ can be chosen to be the interpolation mapping between the computational meshes.

2. The expectation and the covariance of the initial state have to be specified. As usually, these can be determined based on prior information available for the initial state. Furthermore, the covariances of measurement noise and the state noise have to be specified. The measurement noise covariance is typically obtained by carefully analyzing the measurement system. The state noise covariance is often chosen to be a scaled identity matrix $\sigma_w^2 I$ where a constant $\sigma_w$ is chosen empirically. The state noise covariance can also be estimated by using simulations, see for example [62].

3. The statistics of the approximation error terms has to be computed. This can be done as described in Section 3.4.
4. Finally, the estimates for the reduced state $X_r$ can be computed recursively by using Equations (3.12)-(3.16) (linear case) or (3.17)-(3.21) (nonlinear case). If the number of measurements is high when compared to the dimension of the state vector, the hybrid filter form described in Section 3.5 can be used.

This method is computationally more demanding compared to the use of the reduced model (2.2) with conventional Kalman filtering techniques. However, the additional task relates to the computation of the statistics of the approximation error terms and that task can be carried out when the measurement system is set up before any measurements. During the run time the proposed method is not essentially more demanding than to the KF recursion with the reduced model.
In this chapter we give a brief review of the simulations carried out in Publications I–V and summarize the results given by these simulations. In Section 4.1 we present a linear state space estimation problem described in Publication I, in which a temperature distribution in a one-dimensional (1D) rod is determined based on temperature measurements. In Section 4.2 we consider a process tomography problem presented in Publication II in which a concentration distribution of flow in a pipe is monitored. In this problem we use an approach in which the state space of the accurate model is infinite-dimensional.

The simulation in Publication III is reviewed in Section 4.3. In this simulation the coefficients of the 1D thermal equation are estimated as distributed parameters based on temperature measurements. In Section 4.4 we consider the estimation of heterogeneous thermal properties in tissue using ultrasound induced heating and MR temperature measurements. The measurement procedure has been introduced in Publication IV while the state space approach has been applied to the problem in Publication V.

### 4.1 Temperature prediction with the 1D thermal equation (I)

We consider the following temperature prediction problem. We can control the temperature of one end of a 1D rod while the other end is insulated. The rod is modelled as the unit interval \( \Omega = [0, 1] \) in which the temperature distribution \( u \) satisfies the 1D heat equation

\[
\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} \left( a \frac{\partial u}{\partial x} \right) \text{ in } (0, t_F) \times (0, 1)
\]

with the initial condition \( u(0, \cdot) = 0 \) and the boundary conditions \( \frac{\partial u}{\partial x}(t, 0) = 0 \) and \( u(t, 1) = c \sin(\omega t) \) for \( t \in [0, t_F] \). The coefficients \( a, c \) and \( \omega \) are assumed to be known positive constants. The problem is to determine the temperature distribution \( u \) based on direct temperature measurements taken at given points.

It is to be noted that, since the coefficients in the model are known, we would not need any measurements to know the temperature evolution. However, in this case we use the proposed state estimation approach to assess how well this approach allows us to reduce state and increase time stepping in temporal integration.

A state space model for the problem is constructed by using the finite element method.
(FEM) with the linear basis functions while the temporal integration is carried out by the implicit Euler method. The accurate and reduced models are constructed by using different finite element (FE) meshes in spatial discretization and different time steps in temporal integration. The fine mesh of the accurate model includes the nodes of the sparse mesh used for the reduced model. Hence, the mapping $P_r$ can be chosen to be a binary matrix so that $P_r^T$ maps the nodes of the sparse mesh to the fine mesh. The simulated data is computed from the analytic solution of $u$ by adding Gaussian noise. The construction of the models and the computation of estimates and the simulated data are described in detail in Publication I.

**Results**

The norms of the expectations and the square-root of the trace of the covariances of the approximation error terms $\epsilon^k_r$ and $\nu^k_r$ are shown in Figure 4.1. The time average of $\|E[\epsilon^k_r]\|^2 + \text{Tr} \, \text{cov}(\epsilon^k_r) = 8.2 \cdot 10^{-2}$ which represents the energy of the errors due to discretization. When compared to $\text{Tr} \, \Sigma^w_k = 3.2 \cdot 10^{-7}$, we may see that the approximation errors dominates over other errors in the evolution model. Hence, if the effects of the approximation errors in the evolution model were neglected, the predictor covariance could be too small, i.e., the accuracy of the predictor estimate would be exaggerated. This would lead to underestimation of the accuracy of the measurements and therefore to loss of information. Furthermore, as can be seen from Figure 4.2, the energy of the approximation errors is also highly unevenly distributed.

In the case of the observation model the time average of $\|E[\nu^k_r]\|^2 + \text{Tr} \, \text{cov}(\nu^k_r) = 0.46$ which should be compared to $\text{Tr} \, \Sigma^o_k = 0.40$. In this case the level of the energy of the approximation errors are of the same order of magnitude as the energy of measurement errors. However, also in this case the energy of the approximation errors are unevenly distributed and near the boundary, where the temperature changes are greatest, the energy is significantly higher than the standard deviation of the energy of measurement errors.

Three estimates are computed: one using the enhanced error model (2.11), one using the reduced model without approximation errors taken into account (i.e., by using the stochastic version of the reduced model (2.9) with the KF recursion) and the last is an estimate for the accurate state $X_k$ using the accurate model (2.8) with the KF recursion.
4.2 Concentration distribution monitoring in process tomography (II)

We consider the monitoring of the concentration distribution of a given substance in fluid moving in a pipe based on indirect observations. We model the flow with the stochastic 1D convection-diffusion equation which is suitable for rotationally symmetrical concentration distributions.
Denote by $L^2(\mathbb{R})$ and $H^2(\mathbb{R})$ the Lebesgue space and the Sobolev space on $\mathbb{R}$ and denote by $(\cdot, \cdot)$ the inner product in $L^2(\mathbb{R})$. Let $X$ be an $L^2(\mathbb{R})$-valued stochastic process representing concentration distribution in the pipe. We model the evolution of the concentration distribution by the stochastic initial value problem

$$
\begin{align*}
\frac{dX(t)}{dt} &= AX(t)dt + dW(t), \quad 0 < t \leq t_F, \\
X(0) &= X_0,
\end{align*}
$$

(4.1)

where $X_0$ is an $L^2(\mathbb{R})$-valued Gaussian random variable, $W$ is an $L^2(\mathbb{R})$-valued Wiener process and $A : H^2(\mathbb{R}) \to L^2(\mathbb{R})$ is the convection–diffusion operator given by

$$
(Af)(x) = \frac{d}{dx} \left( \kappa(x) \frac{d}{dx} f(x) \right) - v(x) \frac{d}{dx} f(x), \quad x \in \mathbb{R},
$$

(4.2)

where $\kappa$ is the diffusion coefficient and $v$ is the velocity of the flow. The term Wiener process refers here to a generalization of the Brownian motion to a Hilbert space ($L^2(\mathbb{R})$ in this case) which covariance is a positive self-adjoint trace class operator. The term $dW(t)$ in (4.1) represents uncertainties in the model. For a general reference to infinite-dimensional stochastic processes and stochastic differential equations, see [58].

For simplicity, the diffusion and the velocity are assumed to be known constants such that $\kappa > 0$. The choice of the covariance of the Wiener process $W$ and the distribution of the initial state $X_0$ is described in [56] and Publication II.

The measurements are given by the equation

$$
Y_k = CX(t_k) + V_k, \quad k = 1, \ldots, N,
$$
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where \( t_k \) are measurement times, \( V_k \) is measurement noise and the operator \( C : L^2(\mathbb{R}) \to \mathbb{R}^m \) is given by

\[
(Cf)_p = \langle f, \varphi_p \rangle \quad \text{with} \quad \varphi_p(x) = \frac{1}{2w} \exp\left(-\frac{|x-x_p|}{w}\right)
\]

for all \( p = 1, \ldots, m \), where \( x_1, \ldots, x_m \) are measurement points and \( 0 < w < 1 \).

We use semigroups to construct the accurate state space. For the semigroup theory, see for example [52, 22, 28]. The convection–diffusion operator \( A \) generates an analytic semigroup \( \{S(t)\}_{t \geq 0} \). The accurate state space model is given by this semigroup by

\[
\begin{aligned}
X_{k+1} &= S(\Delta_{k+1})X_k + W_{k+1}, & k &= 0, \ldots, N-1, \\
Y_k &= CX_k + V_k, & k &= 1, \ldots, N,
\end{aligned}
\]

(4.3)

where \( X_k := X(t_k) \), \( \Delta_{k+1} := t_{k+1} - t_k \) and the state noise \( W_{k+1} \) is given by

\[
W_{k+1} = \int_{t_k}^{t_{k+1}} S(t_{k+1} - s) dW(s)
\]

for all \( k = 0, \ldots, N-1 \). The explicit form of the semigroup can be found by solving the convection diffusion equation (4.1) without the stochastic term \( dW(t) \), which is a deterministic initial value problem. The deterministic problem can be solved, for example, using Itô diffusions and the Feynman-Kac formula [50]. For the explicit form of the semigroup and other details, see [56] and Publication II.

It is to be noted that the realizations of the accurate state \( X_k \) are in \( L^2(\mathbb{R}) \) which is infinite-dimensional. To use model (4.3) in numerical calculations, the model has to be approximated in a finite-dimensional subspace.

Let \( m \in \mathbb{N} \) and put \( r = 2m^2 \). For \( j = 1, \ldots, r \), define functions \( \psi_j^m \) by

\[
\psi_j^m(t) = \begin{cases} 
\sqrt{m}, & \text{if } \frac{j-1}{m} - m \leq t \leq \frac{j}{m} - m, \\
0, & \text{otherwise}.
\end{cases}
\]

Then \( \mathcal{V}_m := \text{span}\{\psi_j^m, j = 1, \ldots, r\} \) is a finite-dimensional subspace of \( L^2(\mathbb{R}) \) and \( \{\psi_j^m\}_{j=1}^r \) is its orthonormal basis. We identify the subspace \( \mathcal{V}_m \) with \( \mathbb{R}^r \) by using the coordinates in this basis and treat the orthogonal projection of \( X_k \) to \( \mathcal{V}_m \) as the discretized version of \( X_k \). More precisely, the reduced state is an \( \mathbb{R}^r \)-valued random variable \( X^r_k := P_r X_k \) where the mapping \( P_r \) is

\[
P_r : L^2(\mathbb{R}) \to \mathbb{R}^r, \quad f \mapsto ((f, \psi_1^m), \ldots, (f, \psi_r^m))^T.
\]

The elements of the matrices \( A^r_k \) and \( C^r_k \) in the reduced model are

\[
(A^r_k)_{ij} := \langle S(\Delta_k)\psi_j^m, \psi_i^m \rangle \quad \text{and} \quad (C^r_k)_{pj} := \langle \psi_j^m, \varphi_p \rangle.
\]

for all \( k = 1, \ldots, N, i, j = 1, \ldots, r \) and \( p = 1, \ldots, m \).

The simulated data is generated by drawing a sample from the joint distribution of \( X^r_0, \ldots, X^r_N \) and \( Y_1, \ldots, Y_N \). This distribution is Gaussian and its mean and covariance can be calculated. For details, see Publication II.
4. Review on the results

Results

In this case the time average of $\|E[\epsilon_r^k]\|^2 + \text{Tr Cov}(\epsilon_r^k) = 0.0310$ which is of an order of magnitude higher than $\text{Tr} \Sigma_{x}^{r} = 0.0030$. Thus also in this simulation the effects of the discretization errors are more significant than of other errors in the evolution model. The time average of $\|E[\nu_m^k]\|^2 + \text{Tr Cov}(\nu_m^k) = 0.0011$ which is rather insignificant compared to $\text{Tr} \Sigma_{v}^{k} = 0.1000$. Hence, in this simulation the reduced observation model is probably sufficiently accurate and the effects of the term $\nu_m^k$ may not be significant. However, it is to be noted that, if the measurements are very accurate, the approximation error in the observation model can also be significant.

Three estimates are computed: one using the enhanced error model, one using the reduced model without approximation error taken into account and one using the accurate model. However, although in Section 4.1 the estimate computed using the accurate model was the filtering solution for the accurate state $X_k$, in this case it is easier to compute an exact filtering solution (or the true conditional distribution) for the reduced state $X_r^k$ due to the infinite–dimensionality of the accurate model. The mean and the covariance of this conditional distribution can be calculated analytically, for example, using [35, Theorem 3.5]. In this case it is feasible to compute the inverse of the covariance of the stacked measurement vector $D_k$ in practice due to the small number of measurements. For details, see Publication II.

The computed estimates and the absolute errors (the absolute value of the difference between the estimate and the true solution) are shown in Figure 4.4 and the estimates with confidence intervals for the final state $t = 10$ are shown in Figure 4.5. The results show that, as in Section 4.1, the accuracy of the estimates computed using the enhanced error model is almost as good as the accuracy of the true conditional expectation. Furthermore, the error estimates provide a rather good assessment of the errors. On the contrary, the accuracy of the estimates computed using the reduced model is much worse and the confidence intervals correspond poorly to the actual error.

4.3 Parameter estimation in 1D thermal equation (III)

We consider a situation which is similar to the first simulation. The temperature in a 1D rod is modelled with a PDE

$$\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} \left( a \frac{\partial u}{\partial x} \right) - bu \quad \text{in } (0, t_F) \times (0, 1)$$

with the initial condition $u(0, \cdot) = 0$ and the boundary conditions $\frac{\partial u}{\partial x}(t, 0) = 0$ and $u(t, 1) = c \sin(\omega t)$ for $t \in [0, t_F]$. In some applications the second term on right represents thermal leakage or thermal dissipation. The coefficients $c$ and $\omega$ are assumed to be known positive constants. In contrast with Section 4.1, the coefficients $a$ and $b$ are assumed to be unknown distributed parameters.

We have measurements from $u$ given by the equation

$$(Y_k)_p = A_0 \exp \left( A_1 + \frac{A_2}{u_{k,p}} + \frac{A_3}{u_{k,p}^2} + \frac{A_4}{u_{k,p}^3} \right) + (V_k)_p$$

where $u_{k,p}$ is the temperature in Kelvin at a time instant $t_k$ ($k = 1, \ldots, N$) in a measurement point $x_p$ ($p = 1, \ldots, m$), $V_k$ is measurement noise and $A_0, A_1, A_2, A_3$ and $A_4$ are known constants. This type of an equation is typical for NTC thermistors [8].
Figure 4.4: The computed estimates (top) and absolute errors (bottom): the estimate that is computed using the enhanced error model (---), the estimate that is computed using the reduced model and the real conditional expectation (−−−). The real solution is also shown on top (−).
The problem is to estimate the distributed coefficients $a$ and $b$ based on measurements $Y_1, \ldots, Y_N$. For the simulation, we choose the true coefficients $a$ and $b$ to be constants. In this case the simulated measurements can be computed from the analytic solution of the $u$.

Similarly as in Section 4.1, the state space models are constructed by using FEM and implicit Euler method with different finite element meshes and temporal discretization levels for the accurate and reduced models. The coefficients $a$ and $b$ are approximated in a piecewise constant basis. The coefficients are estimated by using the adaptive estimation approach described in Section 2.4. The augmented state vector is $X^A_k = (X_k, a_k, b_k)$ where a vector $X_k$ represents the temperature in the FE basis. The coefficients $a$ and $b$ are assumed to be temporally invariant so that the evolution models for these coefficients are chosen to be

$$a_{k+1} = a_k \quad \text{and} \quad b_{k+1} = b_k, \quad k = 0, \ldots, N - 1.$$  

Note that, since the evolution models for $a$ and $b$ do not contain state noises, the statistics of these processes is determined by their prior distributions.

In this case both the evolution model and the observation models are nonlinear. Hence the nonlinear extension represented in Section 3.3 is used. The computations are described in detail in Publication III.
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Results

In this case the energy of errors is distributed similarly as in the previous simulation. The time average of $\|E[\epsilon_k]\|^2 + \text{Tr} \text{cov}(\epsilon_k) = 0.419$ which is much higher than $\text{Tr} \Sigma_0 = 0.001$. The time average of $\|E[r_k]\|^2 + \text{Tr} \text{cov}(r_k) = 0.051$ which, compared to $\text{Tr} \Sigma_0 = 3.61$, is not significant. Thus the effects of the approximation errors in the evolution model are significant but not very necessarily in the observation model.

Again, three estimates are computed: one using the enhanced error model, one using the reduced model and one for the accurate augmented state using the accurate state space model. The computed estimates and confidence intervals for the coefficients $a$ and $b$ are shown in Figure 4.6. These estimates are the components of the filter estimates for the augmented final state $X^{A,r}_N$ (or $X^A_N$) corresponding to $a$ and $b$ and the confidence limits are the square roots of the corresponding diagonal elements of the filter covariances.

The results are similar as in the previous simulations. The estimates computed using the enhanced error model are only slightly less accurate than the estimates computed using the accurate model. Furthermore, the confidence limits correspond well to the actual errors. On the contrary, the accuracy of the estimates computed using the reduced model is poorer and the confidence intervals are also highly over-optimistic. It is to be noted that the derivation of the EKF recursion contains linearizations and approximations which may cause that the confidence limits are over-optimistic and the actual errors are several times higher than the computed confidence limits. However, this seems not to be a major problem in this case when the enhanced error model is used.

4.4 Estimation of the thermal parameters of tissue (IV–V)

As the last application we consider the determination of the thermal conductivity and perfusion coefficient of tissue. In Publication IV we have described an approach to determine these coefficients by using ultrasound transducers and magnetic resonance (MR) scanner. Similar approaches to determine homogeneous thermal coefficients of tissue are described in [14, 67].

The motivation of the study in Publication IV is related to ultrasound surgery. In US surgery the aim is to destroy target tissue (a tumor) by using high intensity focused ultrasound [16]. This ability to destroy tissue is based on the ultrasound absorption which causes temperature elevation into tissue.

US surgery has been clinically proven to be a feasible treatment modality in a number of different situations [32, 68, 61, 66, 13]. US surgery treatment has been carried out by producing sharply focused temperature elevation into tissue. By moving this focal spot the whole target tissue is scanned. However, this method has also drawbacks. For example, the overall treatment time is often long since the focal spot is small and thus it takes a long time to scan the whole target volume.

Various other approaches for US surgery have been recently studied. For example, US surgery can be carried out by using a system of transducers called a phased array. The phased arrays allow us to increase the size of the focal spot and move the position of the each position electrically by changing the amplitudes and phases of individual transducers. The treatment planning for US surgery using phased arrays can be done with several techniques. For example, applications of model-based optimization methods have been studied in [48, 19, 67].

To implement a model based treatment planning system, the thermal and acoustic properties have to be known. Although the tissue properties have been widely studied and
Figure 4.6: The computed estimates for the coefficients $a$ and $b$ at the final time $t = 5$ with computed confidence intervals. The gray lines correspond to the actual coefficients.
average values have been collected for several different tissues, some properties depend strongly on the physiological state of the tissue, especially on the water content. Thus, it is reasonable to determine the thermal and acoustic properties of tissue for each patient separately before the actual ultrasound treatment.

A magnetic resonance (MR) scanner can be used in several tasks during ultrasound treatment. For example, after the treatment, the MR images can be used to ensure that the whole target tissue is ablated \[49, 70\]. An MR scanner can also be used to measure the temperature distribution of tissue during the treatment \[51\]. This MR temperature imaging is based on measuring differences of factors which are temperature dependent. The most widely used factor is the proton resonance frequency shift which is related to chemical interactions of the hydrogen bonds \[33\]. In US surgery, the MR thermal imaging can be used to ensure the correct location of a focal spot \[49\]. Furthermore, MR temperature data can also be used as the system feedback for the model-based treatment planning, see for example \[47\].

The overview of the approach described in IV is as follows. The same ultrasound transducers, which are eventually to be used in the US surgery, are used to inflict small nondestructive temperature changes into tissue. This temperature evolution is monitored using the MR thermal imaging and the thermal properties are estimated from these temperature measurements using the maximum a posteriori estimation scheme. In Publication V this thermal property estimation problem is treated as a nonstationary parameter estimation problem (see Section 2.4) and the problem is solved using the state estimation technique presented in this thesis. In this section we only summarize the results given in Publication V.

Mathematical models

Let \( \Omega \subset \mathbb{R}^{2,3} \) be a bounded domain corresponding to (a part of) the human body. Heat transfer in tissue is modelled using Pennes’ bioheat equation \[53\]

\[
\rho C_T \frac{\partial T}{\partial t} = \nabla \cdot (\kappa \nabla T) - w_B C_B (T - T_A) + Q \quad \text{in} \ (0, t_F) \times \Omega, \tag{4.6}
\]

where \( T \) is the temperature, \( T_A \) is the temperature of arterial blood, \( \rho \) is the density of the medium, \( \kappa \) is the thermal conductivity, \( C_T \) and \( C_B \) are the heat capacity of the tissue and blood, respectively, \( w_B \) is the blood flow rate and \( Q \) is the heat source. For ultrasound absorption, the heat source \( Q \) can be written as \[16, 54\]

\[
Q = \frac{\alpha |P|^2}{\rho c}
\]

where \( P \) is the ultrasound pressure field, \( \alpha \) is the absorption coefficient and \( c \) is the speed of sound.

We endow the problem with the initial and boundary conditions

\[
T(0, \cdot) = T_A \quad \text{in} \ \Omega,
\]

\[
T(t, x) = T_A \quad \text{if} \ x \in \partial \Omega, \ 0 \leq t \leq t_F.
\]

These conditions involve an assumption that the temperature of the arterial blood is same as body temperature. Thus \( T_A \) can also be considered as ambient temperature.

We denote \( \beta = w_B C_B \) and call \( \beta \) the perfusion coefficient. All coefficients in Eq. (4.6) are assumed to be distributed parameters. However, we divide the domain into smaller subdomains in which the coefficients are assumed to be constants. This segmentation
can be formed, for example, by using MRI images so that each type of tissue forms its own subdomain. Furthermore, the parameters are assumed to be constant with respect to temperature, which is warranted since only small temperature changes are inflicted [71, 3, 74]. The coefficients which are (partially) unknown and are being estimated in this simulation, are $\kappa$ and $\beta$.

The ultrasound field $P$ is assumed to time-harmonic so that it can be expressed as $P(t, x) = p(x)e^{i2\pi ft}$ where $f$ is the frequency of the wave field. This is warranted since the period of vibration is typically five orders of magnitude shorter than the time for observable temperature changes in tissue. The spatially dependent part $p$ is modelled using the Helmholtz equation

$$\nabla \cdot \left( \frac{1}{\rho} \nabla p \right) + \frac{k^2}{\rho} p = 0,$$

(4.7)

where $k$ is the wave number and $\rho$ is the density of the medium. In an absorbing medium, the wave number is of the form $k = \frac{2\pi f}{c+\alpha}$ [9]. The solution of the Helmholtz equation is computed using the ultraweak variational formulation (UWVF) [11, 12]. For details, see [31, 30].

Transducer excitations (amplitudes and phases) are chosen by using the specific optimization algorithm described in Publication IV. This algorithm is used to determine such excitations that the produced US field causes localized temperature elevation to a given location in tissue. Such excitations are computed for several chosen locations and these excitations are concatenated to form time-dependent excitations.

The evolution models are constructed by using the FEM and the implicit Euler method. The accurate and reduced model are constructed using different FE meshes and different time stepping in temporal discretization. The coefficients are estimated by using the adaptive estimation approach described in Section 2.4. The augmented state vector is $X^A_k = (X^k, \kappa^k, \beta^k)$ where $X^k$ is temperature represented in the FE basis and $\kappa^k$ and $\beta^k$ are vectors containing the values of $\kappa$ and $\beta$ in the regions in which these constants are unknown. Due to the large dimension of the measurement vector, the hybrid filter presented in Section 3.5 is used in this simulation.

Since the measurements are MR temperature images, the measurement operators in the state space models are chosen to be linear interpolation matrices from the computational meshes to the measurement grid. The synthetic temperature data for the simulation is computed using the FEM approximation which is constructed using very dense spatial and temporal discretization.

Results

In this simulation, the computational domain is chosen to be a 2D-domain representing a cross section of a cancerous breast. The domain is divided into four subdomains: $\Omega_I$ is a water bed that is needed for the practical setup, $\Omega_{II}$ is skin, $\Omega_{III}$ is the breast tissue and $\Omega_{IV}$ is the tumor. The thermal conductivity in the water layer $\Omega_I$ is assumed to be known. Furthermore, it is natural to assume that there is no perfusion in the subdomain $\Omega_I$.

The energy of errors is distributed similarly as in the previous simulations. The time average of $\|E(k^*)\|^2 + \text{Tr \, cov}(k^*) = 1.48$ which is again higher than $\text{Tr \, } \Sigma_{w}^e = 0.017$. For the observation model the time average of $\|E(\nu^*)\|^2 + \text{Tr \, cov}(\nu^*) = 13.8$ and $\text{Tr \, } \Sigma_{v}^e = 16384$. Hence it seems that also in this case the effects of the approximation errors are significant only in the evolution model.
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Figure 4.7: Left: the computational domain. The domain is divided into four subdomains $\Omega_1$-$\Omega_{IV}$ in which physical parameters are assumed to be constant. Black lines on the left boundary represent ultrasound transducers (numbered 1, . . . , 20). Right: the computational mesh consisting of 2965 elements and 1,533 nodes.

Two estimates are computed: an estimate computed using the enhanced error model and an estimate computed using the reduced model. In this case we cannot compute an estimate using the accurate model since the model is computationally too demanding for the KF filter recursion. The computed estimates and error estimates are shown in Table 4.1. Similarly as in the previous simulation, the estimates and the error estimates are components of the filter estimate and the filter covariance corresponding to the coefficients $\kappa$ and $\beta$. The results show that also in this simulation the use of the enhanced error model gives substantial improvement to the accuracy of the estimates.

It is to be noted that the true error should not be much larger than the error estimates. For the estimate computed using the enhanced error model, the true error for each component is at the most 3.6 times higher than the computed error estimate representing the standard deviation, which in Gaussian cases would be considered as significant overestimation of the accuracy. Anyway, in this non-linear and thus non-Gaussian case, the significance of this difference is not so clear without information about the form of the distributions (that can be only obtained using Markov chain Monte Carlo type schemes). Furthermore, the linearizations in the derivation of the filter equations often cause that the error estimates are exaggerated. Nonetheless, this difference between estimated error and actual error is small compared to the estimates computed using the reduced model, in which the true error is throughout over 4 times larger than the error estimates.
Table 4.1: Computed estimates $\hat{X}$ and error estimates $\hat{\sigma}$. Two estimates are shown: the former estimate is computed using the enhanced error model and the latter by using the reduced error model.

<table>
<thead>
<tr>
<th></th>
<th>Enhanced error model</th>
<th>Reduced model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True $\hat{X}$</td>
<td>$\hat{\sigma}$</td>
</tr>
<tr>
<td>$\kappa^I$</td>
<td>0.650</td>
<td>0.597</td>
</tr>
<tr>
<td>$\kappa^II$</td>
<td>0.400</td>
<td>0.421</td>
</tr>
<tr>
<td>$\kappa^IV$</td>
<td>0.800</td>
<td>0.732</td>
</tr>
<tr>
<td>$\beta^I$</td>
<td>4524</td>
<td>6777</td>
</tr>
<tr>
<td>$\beta^II$</td>
<td>3393</td>
<td>3283</td>
</tr>
<tr>
<td>$\beta^IV$</td>
<td>6409</td>
<td>6241</td>
</tr>
</tbody>
</table>
In this thesis we carried out the approximation error analysis for nonstationary inverse problems. We derived approximation error models to take into account errors related to discretizations and model reduction in linear and nonlinear state space estimation problems. The formalism allows us to take into account the errors due to both spatial and temporal discretization. We also derived modifications for the Kalman filter recursion to accommodate the approximation error models. Furthermore, we derived a version of the proposed method which is computationally more efficient in a situation in which the number of measurements is high compared to the dimension of the state vector. Finally, as applications we considered four different test cases in which the proposed approach was applied to take into account discretization errors in the evolution and observation models.

The proposed approach can be used in several industrial and medical applications. The approach allows us to use the approximative low dimensional model without compromising the accuracy of the estimates. The use of the approximative models is especially important in nonstationary inverse problem in which the constraints for the processing time are very tight. For example, in continuous monitoring or control in process tomography, the time between the measurements is of the order of milliseconds, within which time the Kalman filter recursion and possibly also the control has to be computed [63, 60]. This time would be too short for high-dimensional models. For the same reason, the optimal control based treatment planning cannot be carried out clinically yet.

In the simulations carried out in thesis, the approximation error approach provides a significant improvement to the accuracy of the estimates when compared to estimates computed using the Kalman filter recursion without taking into account approximation errors. Furthermore, the proposed approach provides error estimates which correspond well to the actual errors, which, however, is not the case when the approximation errors are not taken into account.

The computation of the statistics of the approximation error terms is often a computationally demanding task. For example, stochastic simulation using the high-dimensional accurate model is required and therefore the computation of a representative ensemble of samples may be very time-consuming. However, this task has to be carried out only once for each measurement system and it can be done prior any measurements are given. Furthermore, the high-dimensional model is not required in the solution of the estimation problem itself. While the filtering recursion is computed, the use of the proposed method
in the solution of the state estimation problem is computationally almost as heavy as the use of a small-dimensional model without the approximation error models.

The approximation error analysis can also be used to handle uncertainties caused by unknown model parameters. The basic idea of this treatment is similar to the approach used in this thesis. The corresponding approximation error models are derived for errors caused by the uncertainties in the unknown parameters, and the statistics of these errors can be determined, for example, by using similar sampling based methods. This kind of approach is used to handle the uncertainties caused by anisotropies in optimal tomography [27], and in hydrological process monitoring to handle uncertainties in the permeability field [45].
Summary of publications

I Approximation Errors In Nonstationary Inverse Problems (Inverse Problems and Imaging, 1:77-93, 2007).

This publication introduces an extension of the approximation error methods for nonstationary inverse problem. Firstly, the approximation error models are derived for linear state space estimation problems. Both the errors due to the model reduction and temporal integration are handled. Secondly, an extension of the Kalman filter recursion to accommodate the approximation error models is derived in this paper. For the numerical verification of the proposed approach, we consider a simple heat-equation problem, in which the temperature distribution in a one-dimensional rod is predicted from measurements taken at given points.

II Discretization error in dynamical inverse problems: one-dimensional model case (Journal of Inverse and Ill-Posed Problems, 15:365-386, 2007).

In this paper a further research of the study in [56, 57] is carried out. We consider nonstationary inverse problems in which the time evolution of the unknown is modelled by a stochastic partial differential equation. In this approach the induced stochastic initial value problem is solved using semigroups. This semigroup is then used to construct a state space representation for the system, in which the unknown state is an element of an infinite-dimensional vector space. The main purpose of this publication is to carry out a numerical implementation for the one-dimensional model problem presented in [56]. The state space representation for the problem is obtained using the results presented in [56, 57] and the estimation problem is solved using the filtering recursion presented in Publication I.


This paper considers a nonlinear extension of the approximation error approach described in Publication I. An approximation error model are constructed for nonlinear state space models taking into account the model reduction and increased time stepping. Furthermore, the filtering recursion equations for the nonlinear approximation error model are derived. As an example, the identification of the heterogeneous coefficients of the 1D heat equation is considered.


In this publication, the determination of heterogeneous thermal conductivity and perfusion of tissue is considered. We propose a method to determine the thermal properties by using ultrasound induced heating and magnetic resonance (MR) thermal imaging. The basic idea of this method is to inflict small temperature changes into tissue which are monitored by using MR scanner. The thermal properties are determined on the basis of these measurements using the maximum a posteriori estimation scheme. Furthermore, an approach to choose amplitudes and phases of ultrasound transducers for the determination procedure is also considered.

V Model reduction in state identification problems with an application to determination of distributed thermal parameters (Applied Numerical Mathematics, in review).

In this paper model reduction errors in state space identification problems are consid-
ered. We treat state space identification problems as adaptive estimation problems and use the previous results with the resulting augmented state space form. Furthermore, we derive a computationally efficient form of the filtering recursion for situation in which the number of measurements is high compared to the dimension of the state space. As an application, we apply the approach to the determination of heterogeneous thermal parameters of tissue. The method to determine the thermal properties is similar to Publication IV with an exception that in this publication the problem is treated as a state identification problem.
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